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**Проблема.** Создание анимации весьма трудоемкий процесс, требующий согласованной работы множества людей, а также времени. К тому же модели машинного обучения, основанные на генеративных сетях (GAN), на сегодняшний момент не очень активно используются (по сравнению с системами распознавания). Причинами этого во многом являются неразвитость и относительная новизна технологии, что не мешает ей быть лидером в области генерации изображений. Данная работа пытается расширить сферы применения генерации тзображений, так как развитие данной технологии открывает большие перспективы в областях кинематографии и видеопроизводства.

**Метод.** Нейронные сети [1-3], а конкретно генеративно-состязательные [4] (pix2pix [5], DCGAN [6] и StyleGan [7]), могут быть использованы для покадрового создания видеоряда на основе меток или «макетов». Для решения поставленной проблемы была использована модель машинного обучения на основе pix2pix (pixel to pixel, модифицированная версия генеративной нейронной сети, генерирующая изображения не на основе шума, а на основе других изображений), изначально написанная на С++ и уже позже перенесенная на TensorFlow. Также был создан датасет, представляющий из себя набор данных следующего вида:

**Результаты.** Генеративная модель, используя макеты в качестве основы, способна генерировать последовательный набор изображений, который при склеивании образует связный видеоряд.
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